Atomistic-mesoscale interfacial resistance based thermal analysis of carbon nanotube systems
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Abstract

This paper estimates the effect of chemical additives like CuO on the interfacial thermal resistance of carbon nanotubes (CNTs) embedded in water. The investigation of thermal properties of CNT nanostructure is carried out using molecular dynamics (MD) simulations. The nanotube was heated to a prescribed temperature, followed by the relaxation of the entire configuration. In the equilibration simulations, the atoms in the nanotube are heated instantaneously to 500, 750 and 1000 K in 3 separate simulations by rescaling the velocities of carbon atoms in the nanotube. This paper also deals with the mesoscale thermo-conductivity properties of the composite system, by employing various effective medium theories and micromechanical methods.

1. Introduction

Carbon nanotubes (CNTs) are present mainly in three configurations: single-walled carbon nanotubes (SWNT), multiwalled carbon nanotubes (MWNT), and carbon nanotube bundles or ropes. These configurations are many orders of magnitude stronger, stiffer, conductive, and lighter than the best available carbon fibers [1–8]. The perfect formation of nano-unit cells and the ease by which the structural as well as functional units can be manipulated helps in finding exciting structural applications [2]. For the manipulation of nanoscale systems, molecular level study involving interactions at the atomic scale need to be analyzed. The simulation of molecular systems is based on the assumption that the atomic interactions are described by means of classical mechanics models [6,7,9–11]. Studies in the mechanical, electrical and thermal behavior of CNTs were focused primarily on the use of empirical potentials using molecular dynamics (MD) and continuum models using the elasticity theory [6–8,12,13]. Even though MD simulations are popular in the atomistic scale, the computational adaptations to model macroscopic problems based on CNTs are not completely established.

Research in the determination of overall properties of the composite systems are carried out with a bottom to top approach [6,14]. Of late, greater focus is on the accuracy in predicting the lower order properties and hierarchical transfer of the material properties to a larger scale. In the previous works on multiscale modeling, the response in the atomistic level was transferred to the mesoscale or microscale by the explicit use of “equivalence of the response variables” [14]. In the atomistic level the interactions are modeled using pair potentials to respond to externally applied disturbance. The response variables in the lower scales are passed on to the next higher scale, seeking change in the material properties. This method is justified, since the material response at an atomistic scale is highly nonlinear [11] and any change in the local environment has been found to vary the properties of the atomistic system dramatically [6].

Numerous theoretical models predict that an addition of even a low volume fraction of CNTs would result in an increase in thermal conductivity of a composite system [15–17].
face thermal resistance in nanocomposites or nanosystems is one of the most important factors that contributed to the large variation in the reported values of thermal conductivities in literature [18]. This discrepancy was found to be due to the weak atomic bonding between the particle and surrounding matrix interface [19,20]. Interface thermal resistance values reported for carbon nanotubes embedded in various materials is found to range from $0.76 \times 10^{-8}$ to $20.0 \times 10^{-8}$ m$^2$ K/W. From the works of Huxtable et al. [20,21] an accepted value of $8.3 \times 10^{-8}$ m$^2$ K/W was obtained from numerical and experimental methods [20–22].

Foygel et al. [23] obtained a value of $2.9 \times 10^{-8}$ m$^2$ K/W by Monte Carlo simulations, $3.3 \times 10^{-8}$ m$^2$ K/W was also reported by Shenogin et al. [15–17,24] using numerical methods. Xue et al. uses $5.0 \times 10^{-8}$ m$^2$ K/W for the estimation of effective thermal conductivities for CNT systems [20]. Interfacial thermal resistance values of $6.46 \times 10^{-8}$ m$^2$ K/W for SWNT nanoropes were reported by Murayama et al. [22,25] and for neat and functionalized CNTs, Clancy and Gates had reported values of $0.2 \times 10^{-8}$ to $9.6 \times 10^{-8}$ m$^2$ K/W. In one of the recent works by Gao et al. [16] the interfacial thermal resistance value of $1.58 \times 10^{-8}$ m$^2$ K/W was derived based on experimental observations for SWNTs. The interfacial resistance values are also found to be dependent on the length of the nanotube and a value of $12.2 \times 10^{-8}$ m$^2$ K/W was reported by Murayama et al. [25] using molecular dynamic simulation for very long CNT with entrapped water and $14.4 \times 10^{-8}$ m$^2$ K/W was reported by Choi et al. [17,26] for long CNTs.

However, previous works in this area have not been able to capture the variations of the interfacial thermal properties in presence of additives in the solvent phases like CuO, which is the objective of this paper. There have been very few studies on the thermo-physical characteristics of CuO nanoparticles in water [27,28]. Recent studies on the dispersion of CuO in water using novel procedures by ultrasound and microwave irradiation has also shown that there is an enhancement of thermal conductivity of the ensuing CuO aqueous nanofluid [27]. This paper also shows how the change in the interfacial thermal resistance values due to the additives, changes the overall effective thermal conductance of the composite system. The thermal conductivities are estimated using the two effective medium theories that take into consideration the interfacial thermal effects and subsequently comparing this with the lower and upper bounds established using well-known micromechanical methods. All molecular dynamics simulations were performed using Cerius2 (version 4.6, Accelrys, Inc.) simulation package.

The paper is organized as follows. Section 2 describes the analysis procedure for the estimation of thermal and mechanical properties of carbon nanotube systems and a detailed description of the atomistic simulation of CNT and water system using MD simulations is given. The simulation procedure used in this paper is described in Section 3. An outline of the interfacial thermal resistance is given in Section 4. The effective medium theories like Maxwell–Garnett-type effective medium approach, Bruggeman effective medium theory, and the Hashin–Shtrikman bounds are described in Section 5 along with the discussion. The paper concludes with the summary in Section 6.

2. Analysis of single-walled CNT: Molecular dynamics

Single-walled nanotubes are idealized as being formed by the folding of graphene sheet into a hollow cylinder, which is composed of hexagonal carbon ring units referred to as graphene units [6,11,29]. Each of the carbon atoms forming the tubules has three nearest neighboring bonds. In a fully relaxed structure, the angles between these bonds depend on the radius of the cylinder as well as on their orientation [11,29]. All the three angles approach 120° (perfect graphitic plane) with increasing cylindrical radius. The fundamental CNT structure can be classified into three categories: armchair, zigzag, and chiral, in terms of their helicity. One of the advantages of atomistic simulation is the ease with which various configurations can be studied when compared to an experimental investigation of CNT. The experimental investigation is extremely difficult as it is limited by the availability of high quality defect free CNTs of sufficient length and in the measurement of nanoscale objects [30].

Properties of CNTs can be obtained from various experimental investigations, but a thorough understanding of these properties, as in case of any chemical/molecular system, must be obtained by using computational models. These models could be used for parametric study based on the material characteristics, geometric variations and other molecular modifications. Therefore, theoretical investigation of the mechanical properties of the CNTs can also be carried out by these classical methods of analysis for molecular systems. A complete quantum mechanical simulation of the entire molecular structure is computationally prohibitive beyond a few atomic configurations. MD is a computational tool that enables computation of the trajectories of atoms by integrating Newton’s second law of motion. It determines the mechanical force field that exists in an atom due to interactions from the surrounding atoms by means of a potential field.

Molecular dynamics has been a very popular tool for the simulation of various atomistic structures for the determination of mechanical, thermal and other properties of interest [31–33]. The thermodynamic state characterized by the fixed number of atoms, volume and temperature called the Canonical Ensemble [33] forms the basis of the molecular dynamic simulation in this work. The simulated system and the heat bath couple to form a composite system. The conservation of the energy still holds in the composite system but the total energy of the simulated system fluctuates. The motion of the particles in the system is governed by the Hamiltonian which is a function of the position and momentum of the particles, and the Hamiltonian equations of motion. The Hamiltonian representing the total energy of an isolated system is given as the sum of the potential, kinetic energy terms and thermodynamic terms as shown in Eq. (1). This can also be represented as the total energy of the system as shown in Eq. (2).

$$H(r^N, p^N) = \frac{1}{2m} \sum_i p_i^2 + U(r^N)$$

(1)
where $U(r_N)$ is the potential energy from intermolecular interactions as a function of the spatial ordinate $r_N$, $\frac{1}{2} \sum_i p_i^2$ represents the momentum $p$ of the particle $i$ with mass $m_i$, which is a function of the absolute temperature called the kinetic energy $E_k(p_N)$ and $p_N$ represents the total momentum of the $N$ particle system. With the time derivative of the Hamiltonian as in Eq. (3), and with the spatial derivative as in Eq. (4), we can obtain the equations of motion [6].

$$\frac{dH}{dt} = \frac{1}{m} \sum_i p_i \dot{p}_i + \sum_i \frac{\partial U}{\partial r_i} \dot{r}_i = 0$$  \tag{3}

$$\frac{dH}{dr_i} = \frac{\partial U}{\partial r_i}$$  \tag{4}

The reliability of a molecular dynamics simulation depends mainly on the type of potential functions used. In general, the minimum energy configuration of the CNT is found using the minimization of the potential energy at 0 K and is taken as the initial energy of the system [6]. The total potential energy ($E$) field can be divided into nonbonded and bonded interactions

$$E = \underbrace{U_{vdW}}_{\text{Nonbonded potential}} + \left( U_{\text{bond-stretch}} + U_{\text{angle-bend}} + U_{\text{torsion}} \right)$$ \tag{5}

The nonbonded interaction is the Lennard-Jones (LJ) “12:6” potential model and is given as

$$U_{vdW}(r_{ij}) = 4k \left[ \left( \frac{r_0}{r_{ij}} \right)^{12} - \left( \frac{r_0}{r_{ij}} \right)^6 \right], \quad r_{ij} \leq r_c$$ \tag{6}

where $(i,j)$ are the atomic pairs, $r_{ij}$ is the bond distance given by the difference in the position vectors of atoms $i$ and $j$ as $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$ and $k$ is a parameter characterizing the interaction strength, $r_0$ defines a molecular length scale, $r_c$ is the cutoff distance such that $U_{vdW}(r_c) \approx 0$, if $r_{ij} > r_c$. A major part of the total potential energy is the bonded energy, which is the sum of the three different interactions among atoms: bond stretching, angle bending and torsion. The force constants in the potential equations are normally obtained from quantum mechanical (ab-initio) or experimental methods [13,34]. The general-purpose Universal Force Field (UFF) of Cerius² (version 4.6, Accelrys, Inc.) is used in the present simulations. The universal force field is based on simple relations having parameters that depend on the type of element, hybridization and connectivities. The UFF includes hybridization-dependent atomic bond radii, hybridization angles, van der Waals parameters, torsional and inversion barriers and effective nuclear charges. The potential energy of a molecule is the result of a series of superposition of various two-bodied, three and four body interactions [35,36].

3. Simulation procedure

A (5, 5) single-walled nanotubes with a diameter of 7 Å immersed in water has been used in the analysis. The simulations are carried out on a CNT with 200 carbon atoms, corresponding to a nanotube length of $\sim 23.0$ nm, and 435 water molecules and the carbon and hydrogen atoms are modeled explicitly (see Fig. 1a). In the simulations the entire systems was minimized and later equilibrated for 1 ps (1000 steps). The temperature scaling was carried out in 10 ps as an NVT ensemble (10 000 steps). During the minimization and NVT processes, the atoms in the periodic unit cell are allowed to equilibrate within the fixed MD cell. Periodic boundary conditions are applied in all directions. To find the effect of CuO additive on the interfacial thermal property, 32 CuO molecules were added to the water system randomly. These were also equilibrated and bought to the required temperature by similar set of thermostat algorithms (see Fig. 1b).

In the molecular dynamic simulations, the interatomic interactions are calculated using a “UFF-Valbond1.1 Molecular Force Field” which includes van der Waals, bond stretch, bond angle bend, and torsional rotation terms [36]. The UFF is well suited for MD simulations as it allows for accurate vibration measurements [37]. UFF is a purely harmonic force field. The UFF has been reported to have full coverage of the periodic table [37] and can be used for predicting the geometries and conformational energy differences of organic molecules etc and can be used for organometallic systems [36,37]. After the en-

Fig. 1. Initial state of unit cell with SWNT immersed in (a) water only (b) water with CuO additive.
sembles were equilibrated and brought to the required base temperature of 300 K, the temperature of the nanotube was raised to a predefined temperature. This was carried out by a simple rescaling of the velocities of the atoms of the nanotube instantaneously [18, 21, 24]. Direct velocity scaling changes the velocities of the atoms to result in the target temperature of the ensemble. In this study the following rescaling procedure is used:

$$\left( \frac{v_{\text{new}}}{v_{\text{old}}} \right)^2 = \frac{T_{\text{target}}}{T_{\text{system}}}$$

(7)

where $T_{\text{target}}$ is the target temperature to scale to, $T_{\text{system}}$ is the instantaneous temperature of the system having velocities $v_{\text{old}}$ and the final scaled velocity is $v_{\text{new}}$ for each atom of the CNT in the configuration. The modified configuration is now allowed to relax under constant energy. The difference in temperature between the atoms of the CNT and the water molecules including the additives are now plotted against the MD time steps.

4. Interfacial thermal resistance

In the equilibration simulations, the atoms in the nanotube are heated instantaneously to 500, 750 and 1000 K by rescaling the velocities of carbon atoms in the nanotube. The system is allowed to relax without any thermostating effects. It is normally seen that the decay of the temperature is of an exponential order [18, 24]. This decay of the temperature from the nanotube to the surrounding matrix molecules is limited by the interfacial thermal resistance. The interfacial thermal barrier resistance was first measured by Kapitza in 1941 and this interfacial thermal resistance is generally known as the Kapitza resistance [20, 38]. Under such conditions, the time constant, $\tau$, of the decay depends on the nanotube heat capacity, $C_T$ and the thermal resistance of the nanotube-matrix interface $R_k$

$$\tau = \frac{R_k C_T}{A_T}$$

(8)

where $A_T$ is the area of the nanotube and $C_T / A_T$ is the heat capacity per unit area of the SWNT and is usually taken as $5.6 \times 10^{-4}$ J/m² K [18, 21, 24].

The cooling profile of the two configurations against the MD time step is shown in Fig. 2 for clean water and in Fig. 3 for the case of water with CuO additive. It can be seen that the temperature profile follows an exponential order as predicted by various researchers [18, 24]. The interfacial thermal resistance values for the two systems are shown in Fig. 4. It can be seen that the interfacial thermal resistance values are well within the values given in literature based on the length of the nanotube used in the analysis. It is to be noted that there is a marginal increase in the thermal resistance when the water surrounding the nanotube has CuO additive. This modified thermal resistance values are used to estimation the change in the thermal conductivity of an impure water composite system by using the various effective medium theories [38, 39]. Similar analyses were also carried out for DWNTs immersed in water and the initial configuration of the DWNT composite system is shown in Fig. 5. The cooling profile against the MD time step for
Fig. 5. Initial state of unit cell with DWNT immersed in water.

Fig. 6. Cooling profile of DWNT in water.

Table 1
Interface thermal resistance values of DWNT heated to various temperatures and immersed in pure water

<table>
<thead>
<tr>
<th>CUT temperature (K)</th>
<th>DWNT water $\times 10^{-8}$ m$^2$ K/W</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>2.6455</td>
</tr>
<tr>
<td>750</td>
<td>1.7670</td>
</tr>
<tr>
<td>1000</td>
<td>2.4890</td>
</tr>
</tbody>
</table>

DWNT in water is shown in Fig. 6 and the interfacial thermal resistance values for DWNT for various temperatures are given in Table 1.

5. Thermal conductivity of CNT-fluid systems

There is a strong dependence on temperature and material properties on the effective thermal conductivity of a material [18]. Unlike assuming that there exists a perfect bonding between the nanotube and the surrounding materials, there exists an interphase layer which contributes to the interfacial thermal resistance [18,40,41]. This interfacial thermal resistance ($R_K$) between the constituent phases in a composite is due to a combination of mechanical or chemical bonding at the interface known (see Fig. 7) as the Kapitza radius [20,38]. The effective medium approach has been used to take into consideration this resistance that leads to the determination of the effective thermal property. The effective medium approach is an analytical homogenization tool and is not accurate as a direct atomistic simulation procedure.

5.1. Maxwell–Garnett-type effective medium approach (EMA)

The Maxwell–Garnett-type effective medium approach is assumed to be valid for small volume fractions of CNTs [40, 41]. The thermal conductivity of the fiber phase is also assumed to be larger than that of the matrix phase. The effective thermal conductivity of a nanotube composite system is given by [40, 41]

$$K_e = K_m \frac{3 + v_f (\beta_x + \beta_z)}{2 - v_f \beta_x}$$

with, $\beta_x = \frac{2(K_{11} - K_m)}{K_{11} + K_m}$ and $\beta_z = K_{33} / K_m - 1$ and $v_f$ is the volume fraction of the nanotube fiber phase. $K_{11}$ and $K_{33}$ are the equivalent thermal conductivities (see Eq. (10)) along transverse and longitudinal axes respectively of a composite unit cell as shown in Fig. 7 and $K_m$ and $K_c$ are the thermal conductivities of the matrix phase and the fiber phase respectively.

$$K_{33}^c = \frac{K_c}{1 + \frac{2v}{L} \frac{K_c}{K_m}}$$

and

$$K_{11}^c = \frac{K_c}{1 + \frac{2v}{d} \frac{K_c}{K_m}}$$

where $a_K = R_K K_m$.

The interfacial thermal conductivities of nanotube–water composite systems and with CuO as the added impurity was used for the estimation of the overall effective conductivity. The conductivity of single walled nanotube was taken as 6000 W/mK and of water is taken as 0.6 W/mK [18]. It is assumed that the addition of the impurity is not significant enough to change the effective thermal conductivity of water but changes the interfacial thermal resistance. The effective thermal conductivities can be found to lie between the thermal conductivities from the maximum and minimum reported val-
5.2. Bruggeman effective medium theory (EMT)

In Bruggeman’s EMT the effective thermal conductivity for carbon nanotube composites was formulated by using the interface thermal resistance along with an average polarization theory [16,39]. The effect of the length of the nanotube, diameter, volume fraction, and interface thermal resistance on the effective thermal conductivity is taken into consideration in this method. This effective medium theory is able to model the nonlinear dependence of the thermal conductivity on the volume fraction of the fiber phase material. According to this theory, the effective thermal conductance is related to the thermal resistance of the matrix and the fiber phase material and the volume fraction by Eq. (11) [16,39]

\[
(1 - v_f) \frac{K_e - K_m}{2K_e - K_m} + \frac{v_f}{9} \sum_{j=x,y,z} \frac{K_e - K_{c,j}}{K_e + L_j(K_{c,j} - K_e)} = 0
\]

where, the aspect ratio of the nanotube is \( P = a/c \), and \( L_j \) is the depolarization factor given by Eq. (12), \( K_m \) is the thermal conductivity of matrix phase, \( K_{c,j} \) is the thermal conductivity of the fiber along \( j \)-axis as given in Eq. (13), \( R_K = \lim_{\delta \to 0} \frac{\delta}{K_s} \) is the interfacial thermal resistance and is obtained from the molecular dynamic simulations and \( Q = \frac{L_z}{\alpha} \).

\[
L_x = \frac{1}{2(P^2 - 1)^{3/2}} \left[ P \ln \frac{P + \sqrt{P^2 - 1}}{P - \sqrt{P^2 - 1}} - 2\sqrt{P^2 - 1} \right]
\]

\[
L_y = L_z = \frac{1 - L_x}{2}
\]

\[
K_{c,j} = \frac{K_p}{1 + Q R_K L_j K_p}
\]
The effective thermal conductance of the composite material can be obtained by simplifying Eq. (11) through (13) and is given in Eq. (14)

\[
9(1 - v_f) \frac{K_e - K_m}{2K_e - K_m} + v_f \left[ \frac{K_e - K_{c,x}}{K_e + L_x(K_{c,x} - K_e)} \right] + 4 \frac{K_e - K_{c,y}}{2K_e + (1 - L_x)(K_{c,y} - K_e)} = 0
\]

(14)

5.3. Hashin–Shtrikman (H–S) bounds

The variationally consistent Hashin–Shtrikman bounds are one of the best possible bounds for macroscopically homogeneous, isotropic, two-phase materials that can be derived from the properties of the individual components like volume fraction of the various phases and thermal conductivities. Only a brief description is given in this paper and the readers may refer standard literature on micromechanical analysis [42] for a detailed description of the Hashin–Shtrikman (H–S) bounds for the thermal conductivity of a two-phase material are given by Eqs. (15) and (16).

\[
K_L = K_m + \frac{v_f}{K_e - K_m} + \frac{(1 - v_f)}{2K_e - K_m}
\]

(15)

\[
K_H = K_p + \frac{v_f}{K_e - K_p} + \frac{(1 - v_f)}{2K_e - K_p}
\]

(16)

where \( K_L \) is the H–S lower bound and \( K_H \) is the H–S upper bound.

The interfacial thermal conductivities of nanotube–water composite systems and with CuO as the added impurity was also used in the estimation of the overall effective conductivity. The conductivity of single walled nanotube is taken as 6000 W/mK and of water is taken as 0.6 W/mK [18]. The effective thermal conductivities for various interfacial thermal resistances was found to lie between the thermal conductivities from the maximum and minimum reported values of the interfacial thermal resistances reported in literature as shown in Fig. 11, and is also found to lie between the HS bounds.

6. Conclusions

The thermal conductivity analysis of a nanotube system having pure water and water with CuO additive has been analyzed in this paper. The effect of this admixture on the interfacial thermal resistance has been obtained by molecular dynamic simulation. The obtained interfacial thermal resistance was then applied to various effective medium theories to ascertain the effect on the overall thermal conductance of the composite system. The effective conductivities are found to be bounded by the Hashin–Shtrikman bounds which are established by micromechanical methods.
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